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The generation of speckle patterns via random matrices, statistical definitions, or apertures may not always result
in optimal outcomes. Issues such as correlation fluctuations in low ensemble numbers and diffraction in
long-distance propagation can arise. Instead of improving results of specific applications, our solution is catching
deep correlations of patterns with the framework, Speckle-Net, which is fundamental and universally applicable
to various systems. We demonstrate this in computational ghost imaging (CGI) and structured illumination
microscopy (SIM). In CGI with extremely low ensemble number, it customizes correlation width and minimizes
correlation fluctuations in illuminating patterns to achieve higher-quality images. It also creates non-Rayleigh
nondiffracting speckle patterns only through a phase mask modulation, which overcomes the power loss in the
traditional ring-aperture method. Our approach provides new insights into the nontrivial speckle patterns and
has great potential for a variety of applications including dynamic SIM, X-ray and photo-acoustic imaging, and

disorder physics. © 2024 Chinese Laser Press

https://doi.org/10.1364/PRJ.504327

1. INTRODUCTION

Typical speckle patterns are generated when light is scattered or
diffused from the rough media [1], and the statistics of the
speckles are usually extracted from the incident light field
[2]. In particular, scattered laser speckles are known as Rayleigh
speckles with a negative-exponential intensity probability den-
sity function (PDF) [3]. Speckle patterns can also be produced
by sources such as X-rays [4], microwaves [5], and terahertz
radiation [6] besides visible light. The study of speckle patterns
has been explored in many scenarios, such as waveguides [7],
fibers [8], and nanowires [9]. Equipped with a broad range of
sources and media, speckle patterns have been applied in ap-
plications such as spectroscopy [10], microscopy [11-13],
interferometry [14], metrology [15,16], optical fiber systems
[17,18], and disorder physics [19-22]. Speckle patterns
often act as efficient random carriers of encoding the spatial
information within the systems and later on being decoded.
For example, non-Rayleigh nondiffracting (NRND) speckles
are urgently needed for research on localization using optical
or photonic lattices; thereafter a method with ring-shape aper-
ture and anti-symmetric phase was applied [22]. Another recent
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work demonstrates how to design speckle patterns that obtain
distinct tailored intensity statistics on multiple designated axial
planes, and how to maintain a desired intensity probability
density function upon axial propagation [23]. In structured
illumination microscopy (SIM) [24], several synthesized cross-
anti-correlated speckle patterns are proposed to circumvent
the optical diffraction limit [25,26]. In the imaging system
[27,28], standard Rayleigh speckles have been used for decades
[29]. However, with the recent invention of the spatial light
modulator (SLM) and digital micromirror device (DMD), vari-
ous synthesized speckle patterns, e.g., orthogonal, Walsh—
Hadamard, color noise, and Fourier [30-34], are generated.
They are conducted by carefully designing the phase-front,
power spectrum, field distribution, and intensity statistics. The
imaging properties such as resolution, signal-to-noise ratio, and
sampling efficiency thereafter gradually get enhanced.

Given the aforementioned applications, it requires signifi-
cant efforts to retain stable data carriers through complex
theoretical calculations and various experimental trials that
manipulate parameters with multiple degrees of freedom.
Nevertheless, speckle patterns are still not optimal in many
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scenarios. Namely, current speckles used in sub-Nyquist imag-
ing are not suited for any particular sampling ratio (SR) due to
correlation fluctuations with insufficient ensemble number.
Meanwhile, the classic ring-shape aperture method for NRND
speckles leads to a large amount of loss in total power. As a
result, there is a pressing need for a universal method to
manipulate the inherent statistical properties of speckle patterns
with certain requirements.

In this work, we present a “catch all” method for generating
speckle patterns via encoding deep correlations, referred to as
Speckle-Net. Instead of focusing on the application results and
using machine learning as a postprocessor, we solve the problem
fundamentally by implanting multidimensional deep correla-
tions into speckles via kernel convolutions [35,36]. Referred
to the requirement of optical systems and feedback of physical
loss functions, Speckle-Net is supposed to catch and modify the
statistical properties within and between speckle patterns, such
as the first-order field correlation, second-order intensity corre-
lation, phase-front correlation, and their nonlocal correlations.
The capacity to unveil previously undiscovered physical corre-
lations through the imposition of specific criteria opens a new
insight to various applications. To demonstrate the feasibility
and universality of the method, we implement it in both com-
putational ghost imaging (CGI) [37,38] and SIM. In CGI ap-
plication, speckle patterns indicate self-adjusted correlation
width in the spatial intensity domain with arbitrary sampling
ratio. Together with the suppression of correlation fluctuations,
CGI taken by these patterns shows high-quality images even at
low SR and is robust to noise. In SIM, Speckle-Net provides us
with a way to avoid power loss via constructing anti-correlation
in the phase domain. Patterns generated with this special phase
modulation can propagate over a distance of 20 Rayleigh ranges
(R) compared to nonmodulated random speckle patterns (less
than 1R), with a significantly reduced contrast decay.

2. PRINCIPLES OF SPECKLE-NET

The kernel, a central component in the convolutional neural
network, is incorporated into convolutional layers, where it acts
as a small matrix to convolute with input data. Connections
between inputs and outputs are established when the param-
eters within the kernels are adjusted and optimized through
multiple gradient descent iterations referred to as a defined loss
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function. A well-trained neural network with optimized kernels
can serve to recognize, restore, and remove information from
images.

In our approach, Speckle-Net uses multiple unique kernels
in each layer as illustrated in Fig. 1. It is worthwhile to empha-
size that multiple kernels can produce deep correlations within
and between the output objects P;(x, ) via kernels, where the
initial matrices, P;(x, y), can be cither real or complex such as
the spatial distribution of intensity and electromagnetic field.
The process of constructing deep correlations can be summa-
rized as follows. We employ a total of N kernels C;(m, n),
where m, n are the coordinates of the kernel. The resulting
matrices after convolution can be expressed as Pj(x,y) =
Y mnCilm, n)P(x + m, y + n), with x, y being the coordinates
of patterns. The ensemble average of patterns is P'(x,y) =
> s C(m, n)P(x + m,y + n), which actually is an average
operation on kernels. Similarly, the fluctuation of each
matrix with respect to P’(x,y) is also working on kernels,
AP{(x,y) = >, ,AC;(m,n)P(x + m,y + n). Then, the
spatial correlation function of the output objects can be
expressed as

'@ (Ax, Ay)
= (AP;(x1,31) AP (x2,9,))
= ([ZACi(Wlb m)P(xy + my,yy + )]

my, 1y

x [ZACz(mz)”z)P(xz + my 9, + m)))

my, ny

> (AC(m, n)AC G, m))

X P(X] + my,y + 7Z])P(X'2 +my,y, + 712)

x Py + myyy + n)Pley +myyp, + 1), (1)

where Ax = x| - x5, Ay =y, - 5,. In Eq. (1), it is evident that
matrices produced by the convolution process exhibit spatial
correlations based on the correlation function of the kernel
F(Cz) (Am, An) and the initial input matrix. The initial matrices
can be considered as weight parameters. Thus, the goal of ad-
justing kernels in Speckle-Net is to establish deep correlations

Convolution Layers
N X2

mf— P{(1,1)--P{(X,1) P{'(1,1)--P{'(X,1)

P{(1,Y)-Pi(X,Y) P{'(1,Y)-P'(X,Y),

P, (1,1)+-P; (X, 1)

P;(1,1)+- Py (X, 1)

r(1:,1):.p({(, 1)] PACL, V)--P4CX, 1) ] PY(LY)-PY (X, Y)

Co Ci2 Czz Cs2 Caz
P(1,Y)--P(X,Y) : :
\ Py(1,1)--Py (X, DY I/ Py (1,1)-+P (X, 1)
Py (1, V)P (X, 1) (L, Yy-PYCX T
Ciy Con Csn Can N N
0 1 Loss (Physical algorithms) 4 i Loss(Physicalalgorithms)|

Fig. 1. Diagram of Speckle-Net. Speckle-Net consists of multiple branches and two convolution layers within each branch. Subscripts j and 7 in
C; denote the jth layer and 7th kernel in each layer. V kernels are adopted in each layer. A physical algorithm related loss function feedback is applied
at the end of each branch to modify the kernels by gradient descent.
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in the output matrices according to the defined loss function.
The convolution of a kernel on a single matrix can be inter-
preted as a rearrangement of the spatial distribution and statis-
tics of the speckle pattern.

Apart from kernels, Speckle-Net consists of a multibranch
and simplified layer structure compared to traditional neural
networks. Single random matrix plays the role of input. A rec-
tifier [39] and a batch normalization [40] are combined into a
series of processes after each layer. The rectifier could increase
the nonlinearity. The batch normalization is used to avoid co-
variate shifts between layers so that the C; in each layer should
always process data scaled within 0 and 1. Since the speckle
pattern is just an intermediate carrier of the experimental
process, Speckle-Net has no overfitting issue. Meanwhile,
analyzing the matrix and target optical systems through a
few intermediate layers is challenging because of the lack of
parameters, while too many layers can result in poor directional
improvement and increased computational complexity [41].
Thereafter, we choose multibranch architecture [42] to en-
hance the gradient descent feedback and avoid getting trapped
in the local optimum via adjusting parameters in each branch
independently. The branch and layer scale can also be adjusted
according to the system complexity. For example, the object of
the study in the later CGI experiment is correlations between
multiple patterns, which needs more parameters than searching
phase correlations within one pattern in SIM. Lastly, the eval-
uations after physical algorithms are flexible. Functions such as
mean square error (MSE), contrast-to-noise ratio, and correla-
tion coefficient can be incorporated into the loss function
to achieve improved visibility, high contrast, and optimized
similarities.

3. IMPLEMENTATION: SUPPRESSING THE
CORRELATION FLUCTUATION

A. Application in Computational Ghost Imaging

Ghost imaging [27,43], a single pixel imaging technique, re-
constructs the object through the second-order correlation be-
tween reference and object light paths. CGI [37,38] substitutes
the reference path by preparing speckles in advance. It corre-
lates the collected intensities with illuminating speckle patterns
to retrieve images. It has the drawback of a high SR required for
the measurement to suppress the correlation fluctuations,
which results in a long acquisition time. The SR is defined
as f = N,/N,, where N, N, are the number of sampling pat-
terns and number of pixels in images, respectively. The number
of speckle patterns increases immeasurably if the size of the im-
age goes up. Two major directions for improvement have been
made. First, techniques such as orthonormalization [32,34] and
Fourier and sequential Walsh—-Hadamard speckles [44—46]
have been proposed to minimize the SR by carefully designing
the speckle arrangement. These algorithm-based techniques
improve the overall imaging quality without considering the
optimization of each given SR, where the minimum of SRs
is around 5%. Besides, compressive sensing [47,48] and deep
learning [49-53] based CGI techniques give much lower SR
relying on preknowledge of objects. Nevertheless, these post-
processing techniques and their adaptive objects are limited
to the sparsity and categories from the training dataset.

Therefore, they will not work or work much worse when ob-
jects have a big contradiction to the dataset. In general, CGI is
based on a linear aggregation of correlations from each pixel
where light passes through. To solve the problem fundamen-
tally and universally, it is natural to be oriented to suppress the
second-order correlation fluctuations of the illuminating
speckle patterns at low SRs.

We aim to generate deep correlated speckle patterns with
minimal correlation variation and optimal speckle size, which
can be reflected from the correlation width. To begin with, we
include MSE in the loss function of each branch to compare the
CGI results with their ground truths. We use the MNIST data-
set as the training and part of the testing images. The dataset
consists of 60,000 handwritten digits, which have been resized
to 112 x 112 pixels. Since the backward pass from the loss func-
tion only adjusts the kernels, the network should not be limited
by the training images, unlike in traditional deep-learning CGI.
We trained the network for 200 epochs until the loss stopped
declining since overfitting is not an issue in Speckle-Net. This
one-time training method gives a group of speckle patterns at
any SR, which can then be directly used in the experiment. The
images can then be retrieved using the standard CGI algorithm,

T®(x,y) = (Peep)I) - (PCe)){), @

where P(x,y) are illuminating patterns on DMD, and [ are
intensities collected by the bucket detector.

We selected four different SRs (8 = 5%, 2%, 1%, and
0.5%) for Speckle-Net as examples. Once f is set, the number
of kernels /V, in each layer is determined as V;, = fIN, = N,.
A typical random speckle pattern generated by a 4-space aper-
ture [33] is used as the starting pattern. Three training rounds
were sufficient to produce optimized patterns for all § values
used in this study. In theory, any speckle pattern can be used as
the initial input, but the training time varies.

B. Features of the Correlation Fluctuation
Suppressed Patterns

Figure 2(a) shows correlated patterns for various f§ in the left
column. It is obvious that the grain size of the speckle pattern
gradually decreases when f increases. This feature is also re-
flected in the Fourier spectrum distribution, which is actually
corresponding to the amplitude distribution in /-space. As is
presented in the middle column, the frequency component
concentrates on low spatial frequencies when f is small and
extends to higher spatial frequencies if # increases. It is worth
noting that different from the 4-space low-pass iris aperture,
high-frequency components still exist along the x = 0 and
y = 0 axis in all cases, contributing to the imaging resolution.
The most notable advantages of the speckle patterns generated
by Speckle-Net are the auto-adjusted correlation width regard-
ing to f# and smooth cross correlation at a long correlating dis-
tance regardless of #. In the right column of Fig. 2(a), the width
of the correlation function becomes narrow when § = 5% and
gradually broadens when f# decreases. This feature is automati-
cally given by Speckle-Net, from which we can acquire the op-
timal solution of correlation width at a specific #. In addition, a
spatial visualization of correlations of patterns from Speckle-
Net and /-space low-pass aperture is shown in Figs. 2(b) and
2(c), respectively. This suppression of correlation fluctuation
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Fig. 2. (a) Left column: speckle patterns after three-branch Speckle-Net training with f = 5%,2%,1%, and 0.5%. Middle column: Fourier
spectra of the corresponding patterns (frequency components £, and f, increase from the center to edges). Right column: spatial intensity corre-
lation distributions (correlation distance increases from the center to edges). (b) Spatial correlations of patterns with Speckle-Net and f = 1%.
(c) Spatial correlations (8 = 1%) of patterns generated by the diffuser plate. A £-space aperture is applied at the Fourier plane of patterns to control
the correlation width the same as in (b). (d) Comparison between two methods with 1D plot along the dashed line marked in (a).

distinguishes the deep correlated speckle patterns from tradi-
tional incoherent speckle patterns generated by the diffuser
plate in which the correlation distribution has a significant ran-
dom fluctuation due to the lack of enough ensemble average
numbers. In Fig. 2(d), we visualize the degree of fluctuation
in the 1D section along the dashed line in (a). The correlation
of patterns given by Speckle-Net is close to a sinc function and
shown to be smooth in the long correlation distance.

C. Imaging under Low Sampling Ratios

To show the superiority of the deep correlated speckle patterns,
we carry out a set of CGI experiments with low SRs. Patterns
are programmed onto DMD to illuminate objects. Objects are
placed in front of the bucket detector, which collects the trans-
mission light intensity. In the experiments, we used patterns
from the three branches of training with SRs of 0.5%, 1%,
2%, and 5% as an example. We adopt four categories of 16
different objects, including simple objects (“three lines,” 7, dig-
its “4” and “8”), English letters (“CGI,” “XJTU,” “CITY U,”
and “TAMU?”), Chinese characters (“xidng,” “hiio,” “y4n,” and
“yan”), and pictures (“ghost,” “rabbit,” “leaf,” and “Tai Chi”),
for reconstruction. In all 16 objects, only digits “4” and “8” are
from the pattern training dataset. These objects have different
sizes, orientations, and complexities to demonstrate the univer-
sal adaptability of deep-learned patterns. CGI with conven-
tional white noise speckle patterns at SR of 5% is also
measured for comparison.

The main results are shown in Fig. 3. Simple objects such as
the “three lines,” “z,” “4,” “8,” and “hiio” can be reconstructed
at only 0.5% SR; i.e., only 62 patterns are used for the illumi-
nating process. At SR of 1%, the basic profile can be recon-
structed for most of the objects already, and become much
clearer at 2%. At the SR of 5%, all objects can be clearly

retrieved. We emphasize that, since patterns possess longer cor-
relation widths under low SRs, images generally show a higher
signal-to-background ratio but lower resolution. When the SR
goes higher, such as 5%, images have much higher resolution.
All of the results illuminated and imaged by the deep correlated
speckle patterns keep low background fluctuations. However,
in the bottom line, the conventional white noise speckle pat-
terns cannot give any clear imaging results at f = 5%. In fact,
usually white noise CGI cannot be distinguished until the sam-
pling rate reaches 50%. Meanwhile, results sampled from the
k-space low-pass filtered pink noise pattern also cannot reach
such low fluctuation level [33], which has already been indi-
cated in Figs. 2(b)-2(d). In general, the automatic adapted cor-
relation width and suppressed correlation fluctuation provide
the ability to retrieve the object with high resolution and vis-
ibility, respectively. This boosts the CGI applicability in
extremely low sampling ranges, which might be useful in dy-
namic imaging systems such as capturing moving objects
within a small timescale.

To further prove the feasibility, we perform a series of mea-
surements of four objects under different noise levels. We
choose the four objects from our four catalogs: the Greek letter
“r,” the English letter “CGI,” the Chinese character “ydn,” and
the picture “leaf.” The signal level is scaled by the signal-to-
noise ratio (SNR) value defined as SNR = 10log(”,/P,),
where P, is the average intensity in each signal pixel and P, is
the average intensity in the noise background. Here we choose
three different SNR conditions: 88 dB, 6.4 dB, and 3.1 dB. In
Fig. 4, it is clearly seen that at 8.8 dB, all the images can be
retrieved regardless of SRs. When the SNR is 6.4 dB, some
images start to show the noisy background. Nevertheless, all
the objects can still be clearly identified. At the noisy condition,
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Fig. 3. Experimental results of CGI with simple objects (“three lines,” 7, digits “4” and “8”), English letters (“CGL,” “XJTU,” “CITY U,” and
“TAMU?”), Chinese characters (“xiang,” “htio,” “ydn,” and “yan”), and pictures (“ghost,” “rabbit,” “leaf,” and “Tai Chi”) by speckle patterns given
from three-branch Speckle-Net. From top to bottom: objects, CGI results with f = 5%, 2%, 1%, 0.5% with deep correlated patterns, and

P = 5% using conventional white noise patterns, respectively.

() 0.5%

Fig. 4. Experimental results of CGI using deep correlated speckles with various noise levels labeled in the left column. (a) f =

(c) p= 1%, and (d) f = 0.5%.

5%, (b) f = 2%,

with SNR being 3.1 dB, most of the objects can still be iden-
tified. We also notice that speckle patterns with lower SR are
more robust to noise interference since they are illuminated by
patterns with a lower frequency spectrum. High-frequency
noises are automatically filtered out during the sampling pro-
cess. Take the Greek letter “z” for example; although it can be
clearly imaged at 3.1 dB when the SR is 5%, noticeable back-
ground noise exists in the resulting image. At 2% SR, the back-
ground noise starts to degrade. When the SR is at 1% or 0.5%,
the background is almost smooth, and we see nearly no differ-
ence between the results at three levels.

4. IMPLEMENTATION: SUPPRESSING THE
OPTICAL DIFFRACTION

A. Application in Structured Illlumination Microscopy

The statistics and diffraction of the beam profile are also valu-
able research aspects for various applications, such as structured
illumination imaging and sensing [11,13,54,55]. Compared to

the commonly used Rayleigh speckle, super-Rayleigh and other
types of customized speckles can improve high-order correla-
tion-based imaging and microscopy qualities [25,26,56,57].
Typically, by carefully designing the intensity statistics of speck-
les used in parallelized nonlinear pattern-illumination micros-
copy, it enables us to retrieve a three-times higher spatial
resolution than the optical diffraction limit [25]. Nevertheless,
the diffraction effect restricts the above customized non-
Rayleigh speckles from exploiting their advantages from the ax-
ial direction. In other words, SIM cannot always keep the high-
resolution tomography or 3D microscopy with long distance
[23,58]. In detail, a laser beam initially confined to a finite area
in a transverse plane will be subject to diffractive spreading as it
propagates outward from that plane in a free space. The inten-
sity profile of speckle patterns varies as the beam propagates.
There is always a trend for speckles to follow the standard
Rayleigh distribution no matter what distribution it originally
began with. For instance, the standard Rayleigh speckles keep
their distribution and contrast, while other non-Rayleigh
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speckles rapidly fall back to the standard Rayleigh distribution
only in a small Rayleigh range, which corresponds to the trans-
verse length of a single speckle. Conclusively, various schemes
have been proposed to generate non-Rayleigh statistics speckles
[23,25,26,30,59,60], some works proposed methods for gen-
erating nondiffracting speckle patterns [61-63], and a few
works tried to get both features at the same time [22,64].
Particularly, it has been proposed to generate NRND speckle
patterns via using a ring-shape aperture together with asymmet-
ric phase modulation at the Fourier plane of the speckle pattern
[22]. The non-Rayleigh statistics can last for 20R with much
slower decay rate compared to the traditional non-Rayleigh
speckle patterns. However, this nondiffracting effect is created
based on the ring-shape apertures, where an optical power
attenuation occurs when light passes through the aperture.
In several applications, high optical power is urgently needed.
For instance, in the ultracold atomic quantum simulations,
strong disorder strength requires high optical power to provide
strong enough dipole force [21] since the disorder sources are
usually picked at far detuning to suppress the scattering effect.

We conceive that it will be useful if Speckle-Net can provide
us with a group of phase masks that can generate NRND pat-
terns without any amplitude modulation. The advantage is that
by performing phase modulation, the optical power only gets
spatially redistributed but remains conservative in total. To be-
gin with, we first set a random phase mask with 500 x 500 pix-
els in Speckle-Net. After convoluting with several layers of
kernels, a new phase mask ¢(f,, f,) will be provided. Then
at the phase modulation plane, in theory, the Fourier spectrum
can be interpreted as g(fx,fy) = A(fx,fy)ei"’(f”fy , where
A(f > f,) represents the amplitude of the Fourier spectrum.
Since we only intend to do the phase modulation in the experi-
ment, we set A(f, f,) = 1 by default. Thereafter, the intensity
distribution of the speckle pattern with propagation distance z
from the initial position can be expressed as

IGy.2) = |EG g P & [TFIg(f oo fIH o £ D
@)
where ZF{} is the notation for the inverse Fourier transform,
and E(x,y,z) is the interpretation for the light field. The

Fourier convolution theorem is applied, and here
H(f.f y,z) is the Rayleigh—Sommerfeld transfer function

[65] given by H(f,. f,.2) = exp [z-/ez\/ - Gf2 - Gf 2.
Here, 4 is the optical wavelength; £ is the wavenumber, which is
equal to 277 /1 for free space; and z is the distance between the
initial position and observation coordinate position. The
Rayleigh range is set as a unit for distance z in the simulation
and experiment. In the end, we define the spatial statistics of
speckle patterns by looking at the contrast. The expression of
the contrast C is

Var(/(x, y,

where 7 is the average intensity of pixels in the transverse plane,
and Var(-) is the variance operator. We select propagation dis-
tance within 60 Rayleigh ranges. The contrast at every one
Rayleigh range is calculated to obtain an array of contrast
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C(z) of speckle patterns during light propagation. The Speckle-
Net’s loss function is thereafter defined as the inverse of aver-
aged contrast C(z), which means when the loss function turns
to converge to 0, the averaged contrast C(z) increases. As men-
tioned in the CGI part, the overfitting effect is not an issue, so
we set the network training for 200 epochs where the loss stops
declining. The first branch already gives NRND speckle pat-
terns, so we drop the following branches. Overall, the training
of Speckle-Net provides us with a well-trained phase mask that
could generate NRND speckle patterns.

B. Features of the Nondiffracting Non-Rayleigh
Patterns
Similarly, to reveal the generation mechanism of the NRND
speckle pattern, we choose a group of phase masks and perform
the spatial correlation between pixels in the mask. Rather than
the noncorrelated random phases, it indicates distinctive spatial
correlations as is shown in Fig. 5. What we can learn from the
Speckle-Net is that the existence of negative values in a long
propagation distance shown in the neighborhood cross corre-
lations explains the reason for the nondiffracting effect for non-
Rayleigh speckles. The anti-correlated phases close to each
other tend to give destructive interference on the objective
plane, therefore giving large dark areas and sparse speckles.
In Fig. 5(a), each phase is correlated with its diagonal pixels
and anti-correlated with its near-neighborhood pixels. After
7.5R propagation, the anti-correlated pixels shift to further dis-
tance while the correlation strength is still lower than -0.2
[Fig. 5(b)]. When the super-Rayleigh returns back to standard
Rayleigh speckles at z = 15R in Fig. 5(c), the correlation
strength of the anti-correlated pixels tends to be 0, and the
number of correlated/anti-correlated pixels substantially de-
creases. In Fig. 5(d) we present the phase correlation of
z = 45R, and it becomes almost random noncorrelated, which
follows the feature of standard Rayleigh speckle patterns.
Apart from the phase spatial correlation, we also check the
non-Rayleigh characteristics by searching nonlocal correlations
of electromagnetic field, Fiz). By picking up the speckle pattern
at the peak contrast (z = 7.5R), we perform the inverse Fourier

E) 0.8
ac 0.6
§ 0.4
“z 02
z 0
02

20 -10 0O 10 20
% 1 4 1
- 20 (d)
2 0.8 0.8
- -10
0.6 0.6
= 0
7 04 04
}] 02 10 02
LY :
20 -10 0 10 20 20 -10 0 10 20
Ax / SLM pixel Ax / SLM pixel

Fig. 5. Spatial correlation of phase masks at the Fourier plane of
(@) z=0R, (b) z=7.5R, (c) z = 15R, and (d) z = 45R. The result

is ensemble averaged 10,000 times.
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Fig. 6. Experimental results from the structured illumination microscope with deep correlated phase masks. (a) Speckle patterns captured by
CCD with various propagation distances. (b) Contrast of speckle patterns corresponding to the propagation distance. The red dots are measurements
of contrast of speckle patterns given by Speckle-Net phase masks, where each data point is repeated eight times with an errorbar. The solid blue line
represents the contrast of super-Rayleigh speckle patterns starting with asymmetric random phase. The black dashed line shows the contrast of
standard Rayleigh speckle patterns without the phase mask. Dashed gray line is a reference for C = 1.

transform and obtain its Fourier intensity spectrum. We extract
the amplitude by applying the square root Along with the
phase information, then, we obtain the F4 of the electromag-
netic field. It follows the nonlocal second-order correlation
algonthm [30] For reference, the standard Rayleigh speckle
patterns F is calculated as well. With 10,000 ensemble time,
F(Z is ~15 for the non-Rayleigh speckle pattern, and ~0.13 for
the standard Rayleigh speckle pattern.

C. Measurements on the Degree of Diffraction and
Intensity Statistics

To verify the robustness of optical diffraction, we load phase
masks onto SLM in SIM. In detail, a nearly perfect 532 nm
collimated beam cleaned by a single-mode fiber is shined onto
a phase-only SLM, where the 500 x 500 pixels deep correlated
phase mask is loaded. One lens performs an inverse Fourier
transform and focuses the speckle pattern to the microscope
objective plane (z = 0 plane at the beam waist). The overall
procedure does not cost any optical power loss except for
mechanical defects. A CCD takes images along the axial axis
within 45R with 6z = 2.5R per step. To a good approxima-
tion, the field incident on the camera (at z = OR) is an inverse
Fourier transform of the field reflected off the SLM. This pro-
cess is repeated eight times to obtain the averaged contrasts
and measurement errors at each plane, shown in Fig. 6(b).
In Fig. 6(a), we pick one image of the speckle pattern of each
plane as an example. The width of the radial correlation func-
tion of speckle intensity is around 20 pm; then the Rayleigh
range is 2.3 mm. After we modulate the laser field, the inter-
ference pattern evolves upon axial propagation and gradually
turns from sub-Rayleigh to super-Rayleigh distribution. After
7.5R, the contrast increases to the maximum, C = 1.60.
Intuitively, Fig. 6(a) indicates that the speckles at z = 7.5R
are more concentrated and sparser than speckles taken from
other positions. The contrast of the speckle pattern can keep
above +/2 within four Rayleigh ranges, and then slowly drop

to C ~1.03 at z = 22.5R. It revives toward C ~ 1.12 speckles
again at z = 27.5R, and the contrast remains more than 1.1 for
another 12.5R before 40R. In addition, we also plot the statis-
tics of the PDF, P(/, z), based on various propagation distan-
ces. In a logarithmic plot, the standard Rayleigh distribution
should roughly obey the straight line, while the sub-Rayleigh
and super-Rayleigh ought to be convex and concave curvatures,
respectively. In Fig. 7, the PDF of the speckle pattern at z = 0R
follows the sub-Rayleigh distribution since its P(/ ~ 0,z =
OR) is below the straight dashed line while P(/ ~ 256,z =
OR) is above, which indicates that its contrast is slightly lower
than 1. After 7.5R propagation, the PDF curve tends to be con-
vex because both low and high intensity pixel numbers increase.
Thereafter, in Fig. 6(b) the contrast improves, reaches a maxi-
mum at z = 7.5R, and slowly declines to 1. The later-on
speckle patterns after z = 22.5R remain with the contrast
around 1.1, and their intensities follow a super-Rayleigh

P(, z)

Fig. 7. Probability density function in transverse planes. P(/) is
the probability of intensity /7 (0-255) in its corresponding transverse
plane. The dashed lines are seated on z = 0R, z = 7.5R, and
z = 45R.
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distribution. For comparison, we also simulate the traditional
well-established situations in which the random and central
asymmetrical phase distributions with exactly the same field
distribution are loaded at the Fourier plane. The random phase
distribution provides the standard Rayleigh speckle patterns
whose contrast remains around 1, while the central asymmet-
rical phase distribution presents the super-Rayleigh distribution
only within 2.5R. The decay rate is much faster than the
speckle patterns modulated from the phase masks given by
the Speckle-Net. Overall, considering the real environmental
noise and hardware defects, we are able to achieve a continuous
super-Rayleigh speckle pattern in Az ~ 20R, and it revives to
super-Rayleigh afterwards.

5. CONCLUSION AND DISCUSSION

In summary, we propose a “catch all” scheme through the use of
machine learning concepts and physics algorithms to encode
features in patterns. We select the CGI and SIM as our objec-
tives and aim at high CGI sampling efficiency and suppressed
diffraction in non-Rayleigh patterns, respectively. We verify
that the Speckle-Net can provide us with deep correlations in
intensity and phase regime. Neither optimized suppression of
correlation fluctuation nor long-lasting anti-correlating phases
have ever been explored and can be an instruction to solve
problems in CGI and SIM fundamentally. Experimentally,
we demonstrate that the speckle patterns do have the ability to
enhance imaging efficiency and be robust to noise in CGI. This
method is unique and superior to traditional CGI and deep-
learning-based CGI from the aspect of imaging quality and cat-
egory. Besides, we also prove that it owns an ability to generate
non-Rayleigh speckle patterns that can propagate long distances
with a low diffracting rate of the intensity statistics. The
Speckle-Net encodes a unique phase mask toward the light field
whose deep correlation can be held for continuous ~20R. In
addition, we believe that other structures together with kernels,
such as U-net [66] and recurrent neural network (RNN) [67],
can also be explored and modified similarly to generate aimed
speckle patterns. As an example, the time-dependent RNN can
be modified similarly in order to create time-dependent pat-
terns, according to the instant feedback and demand of systems.
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